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Abstract
Purpose  This study aimed to test the multidimensional performance of Chat-Generative Pre-trained Transformer 
(ChatGPT) in generating recommendations for the management of plantar fasciitis (PF) that adhere to well-
established clinical practice guidelines.

Materials and methods  21 queries were raised from the 2023 APTA guideline recommendations for PF and 
prompted into ChatGPT-4o and ChatGPT-4 Turbo. Two experienced orthopaedic physicians evaluated the responses 
for accuracy, consistency, self-awareness, and fabrication and falsification using five-point Likert scales. The group-
wise comparisons were conducted between the two models and subgroups.

Results  The interrater agreement between evaluators was moderate to good (intraclass correlation coefficients of 
0.573–0.757). Both versions of ChatGPT were outperformed and comparable across all dimensions, including accuracy 
([4.1 ± 0.8] vs. [4.1 ± 0.7], P = 0.959), consistency ([4.6 ± 0.5] vs. [4.6 ± 0.6], P = 0.890), self-awareness ([4.3 ± 0.6] vs. 
[4.5 ± 0.5], P = 0.407), and fabrication and falsification ([4.6 ± 0.6] vs. [4.5 ± 0.4], P = 0.681). In the subgroup comparisons, 
better performance was identified in closed-ended questions and for positive rather than negative recommendations 
(P < 0.05). No significant differences were found between recommendation strength subgroups, except in fabrication 
and falsification ([4.4 ± 0.6] vs. [5.0 ± 0], P = 0.001).

Conclusions  The two mainstream versions of ChatGPT showed comparable and superior performance in generating 
recommendations concordant with clinical guidelines for PF management. However, notable specific issues included 
performance variations between different prompt strategies, recommendation grades, and recommendation type, 
and the models should still be utilized with caution.
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Introduction
Plantar fasciitis (PF) is the primary cause of plantar heel 
pain, affecting 4–7% of the population and accounting 
for > 1 million patient visits in the United States per year 
[1–3]. PF greatly diminishes mobility and foot functional-
ity, and reduces the ability to work, leading to a decline 
in health-related quality of life [3]. Although PF is typi-
cally self-limiting, a substantial proportion of patients 
continue to experience residual symptoms for anywhere 
from six months to over 15 years [4]. Therefore, effective 
management is essential for satisfactory outcomes. Sev-
eral guidelines have been developed for PF to standardize 
the clinical practice diagnosis and treatment, and recom-
mended physical therapy, such as plantar fascia stretch-
ing and low dye taping, as the primary core management 
for PF [1, 5–7]. Besides, approximately 62% of PF patient 
visits are to primary care providers [1]. The high demand 
for medical visits coupled with the importance of physi-
cal therapy underscores the critical role that primary 
care physicians play in the management of PF. However, 
it can be challenging for primary care physicians to find 
a concise and reliable source of comprehensive and up-
to-date standards for diagnosis and intervention, thereby 
making accurate and in-time clinical decision in routine 
workflow.

The introduction and advancement of artificial intel-
ligence (AI) large language models (LLMs) offers 
tremendous potential for bridging that gap [8, 9]. Chat-
Generative Pre-trained Transformer (ChatGPT) is 
among the most widely used LLMs. It was released for 
public use in November 2022 by OpenAI (San Francisco, 
CA, USA) and is continuously updated [8, 10]. Based on 
the vast open-source corpus of online training data, it 
is able to effectively conduct conversations with human 
users. The versatility of ChatGPT makes it a promising 
source of healthcare information, potentially broaden-
ing the spectrum of its acceptable uses [9]. Thus, there 
has been a considerable body of research assessing its 
performance in clinical decision support, physician edu-
cation and training, patient education, medical ques-
tion answering, and more [11]. Investigating ChatGPT’s 
ability to generate specialized medical information that 
adheres to well-established clinical guidelines is among 
these areas of research interest, while previous studies 
focusing on various medical issues showed discrepant 
results [12–15]. However, to the best of our knowledge, 
no previous research to date has evaluated the perfor-
mance of current LLMs in the provision of specialized 
medical guidance for the management of PF.

Therefore, this study aimed to test the multidimen-
sional performance of ChatGPT in the generation of rec-
ommendations for the management of PF the adheres to 
the American Physical Therapy Association (APTA) clin-
ical practice guidelines.

Materials and methods
The institutional ethics committee exempted this study 
from the ethical approval requirement because no human 
data were gathered or used. As an observational cross-
sectional study for LLM evaluation, this study followed 
the Strengthening the Reporting of Observational Stud-
ies in Epidemiology (STROBE) guideline [16] and the 
QUEST (Quality of information, Understanding and rea-
soning, Expression style and persona, Safety and harm, 
and Trust and confidence) framework for human evalu-
ation for LLMs [11].

Data source and recommendation selection
The APTA drafted the initial version of clinical practice 
guideline for PF in 2008, and revised in 2014 and 2023 
respectively [5–7]. The APTA guidelines provide six 
grades of recommendations based on the strength of the 
supporting evidence: A (strong evidence), B (moderate 
evidence), C (weak evidence), D (conflicting evidence), E 
(theoretical/foundational evidence), and F (expert opin-
ion). As the most up-to-date and comprehensive, the 
2023 APTA guidelines were used as the primary source, 
with the 2008 and 2014 APTA guidelines accessed where 
necessary for further reference. A total of 19 recom-
mendations were identified and selected as standardized 
benchmarks. These covered six topics, including risk fac-
tors, diagnosis, differential diagnosis, examination, physi-
cal impairment measures, and interventions.

ChatGPT selection and prompt design
Two updated versions of ChatGPT-4: ChatGPT-4o (Ope-
nAI) and ChatGPT-4 Turbo (OpenAI), were selected for 
investigation. ChatGPT-4 Turbo was the more efficient 
version than ChatGPT-4, trained with data up to April 
2023 [17]. Whereas, ChatGPT-4o is a newer, flagship 
model with performance improvement and more natu-
ral human-computer interaction, which is able to accept 
multimedia input (text, audio, image, and video) [18]. The 
training data cutoff for ChatGPT-4o was October 2023.

Based on the suitability, the 19 recommendations were 
rephrased as either closed-ended or open-ended ques-
tions. Recommendations comprised of two independent 
items were divided into two queries. If the query did 
not contain a reference to plantar fasciitis or heel pain, 
it was adjusted to contain the words plantar fasciitis/
heel pain. Each unique query was entered into ChatGPT 
three times, with no additional prompting. A new win-
dow was used for each repetition of the prompt to avoid 
interference. All prompts and answers were recorded 
verbatim (Supplementary File 1). The query process was 
performed by one physician (TW, with 5 years of experi-
ence) on January 7th, 2025.
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Performance evaluation
To evaluate the performance of the AI models, we com-
pared the answers from ChatGPT with the standardized 
benchmarks. Four performance dimensions were evalu-
ated [11]: (1) Accuracy (concordance between LLM and 
the benchmarks); (2) Consistency (stability and unifor-
mity of the LLM responses to three repetitions of each 
query); (3) Self-awareness (the ability of the LLM to rec-
ognize its limitations and avoid overconfidence); and (4) 
Fabrication and falsification (the presence of made-up 
or distorted information in the LLM responses). Each 
dimension was assessed using five-point Likert scales. 
Aside from consistency, the dimensions were assessed 
based on the first response of ChatGPT to each query.

Two experienced orthopaedic physicians (LZ, with 20 
years of experience, and XK, with 37 years of experience) 
independently reviewed and scored all the responses. The 
physicians were blinded to the version of LLM model 
that produced each response during the evaluation pro-
cess. The final score for each dimension was calculated as 
the average score of the two physicians. Interrater agree-
ment between the physicians was also assessed.

Statistical analysis
As five-point Likert scales have equidistance, scores were 
presented as both mean ± standard deviation and median 
(interquartile range [IQR]). Comparisons of ranked data 
were performed using the Mann-Whitney U test. Inter-
rater agreement was evaluated using the intraclass cor-
relation coefficient (ICC), with a two-way mixed-effects 
model for absolute agreement. Excellent, good, moder-
ate, and poor agreements were quantified as ICC ≥ 0.90, 
0.75–0.90, 0.50–0.75, and < 0.50, respectively. Statistical 
analysis was conducted using SPSS 24.0 (IBM, Armonk, 
NY, USA), and a P value < 0.05 was deemed statistically 
significant.

Results
A total of 21 prompts were rephased from 19 recom-
mendations, and 63 pairs of responses (containing 21 
pairs of first-time responses) were generated by two ver-
sions of ChatGPT (Supplementary File 1). In first-time 
responses, one was on risk factors, diagnosis, differential 
diagnosis, and physical impairment measures, respec-
tively. Another two were on examination, and the rest 
15 were about interventions. The interrater agreements 
for the four dimensions ranged from moderate to good. 
The ICC were 0.757 (0.592–0.861) for accuracy, 0.573 

(0.327–0.746) for consistency, 0.580 (0.335–0.750) for 
self-awareness, and 0.671 (0.463–0.809) for fabrication 
and falsification (Table 1).

Both ChatGPT-4o and ChatGPT-4 Turbo performed 
well overall (average score for each dimension > 4). The 
mean accuracy score was 4.1 ± 0.8 (median [IQR], 4.5 
[3.5–5.0]) for ChatGPT-4o, and 4.1 ± 0.7 (median [IQR], 
4.0 [3.5–5.0]) for ChatGPT-4 Turbo. For consistency, the 
mean score was 4.6 ± 0.5 (median [IQR], 5.0 [4.5–5.0]) for 
ChatGPT-4o, and 4.6 ± 0.6 (median [IQR], 5.0 [4.3–5.0]) 
for ChatGPT-4 Turbo. The mean self-awareness scores 
were 4.3 ± 0.6 (median [IQR], 4.5 [3.5–5.0]) and 4.5 ± 0.5 
(median [IQR], 4.5 [4.0–5.0]) for ChatGPT-4o and Chat-
GPT-4 Turbo, respectively. The mean fabrication and fal-
sification scores for ChatGPT-4o and ChatGPT-4 Turbo 
were 4.6 ± 0.6 (median [IQR], 5.0 [4.0–5.0]) and 4.5 ± 0.4 
(median [IQR], 4.5 [4.0–5.0]), respectively. There were no 
statistical differences between the two models on any of 
the dimensions (Fig. 1). Only one unsatisfactory response 
(either of dimension < 3 points) was generated by Chat-
GPT-4o (query 21 with an accuracy of 2.5) and one by 
ChatGPT-4 Turbo (query 17 with a consistency of 2.5). 
Both queries were on the topic of PF interventions.

Three subgroup analyses were conducted. The sub-
grouping was by prompts strategy (open/closed-ended 
prompts), recommendation type (positive/negative rec-
ommendation), and recommendation strength (rec-
ommendation grades A–C or D–F). The answers 
to closed-ended queries were better than those for 
open-ended queries on the dimensions of consistency 
([4.8 ± 0.5] vs. [4.2 ± 0.3], p < 0.001), self-awareness 
([4.6 ± 0.5] vs. [3.8 ± 0.6], p < 0.001), and fabrication and 
falsification ([4.7 ± 0.5] vs. [4.1 ± 0.5], p = 0.002), but 
not for accuracy ([4.2 ± 0.9] vs. [3.9 ± 0.3], p = 0.108). In 
closed-ended queries, positive recommendations out-
performed negative recommendations on all four dimen-
sions (p < 0.05). No significant differences were found 
between the recommendation strength subgroups (grade 
A–C vs. D–F), except for fabrication and falsification 
([4.4 ± 0.6] vs. [5.0 ± 0], P = 0.001; Table 2).

Discussion
PF is a global public health issue that has considerable 
deleterious effects on both athletic and non-athletic 
populations [19, 20]. As the standardized management 
guidelines for PF are regularly updated, it is important for 
physicians to remain abreast of the latest guidelines [1, 5–
7]. The present study investigated the ability of ChatGPT 

Table 1  Interrater reliability between physicians for ChatGPT performance evaluation
Dimension Accuracy Consistency Self-awareness Fabrication and falsification
ICC (95%CI) 0.757

(0.592–0.861)
0.573
(0.327–0.746)

0.580
(0.335–0.750)

0.671
(0.463–0.809)

LLMs large language models, ICC intraclass correlation coefficient
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to provide PF recommendations that adhere to the latest 
clinical practice guideline. The two versions of ChatGPT 
were evaluated on multiple dimensions, on which they 
showed remarkable and comparable performance. How-
ever, the chatbots are prone to generate more satisfac-
tory responses to closed-ended questions and for positive 
rather than negative recommendations. The results may 
provide novel insights for levering the current LLMs to 
bridge the gap between routine clinical practice and com-
prehensive and up-to-date PF standard.

Several previous studies have conducted binary qualita-
tive evaluations of LLM performance on dimensions such 
as response accuracy [12, 13, 21–24]. However, given that 
the chatbots are prone to generate vague responses that 
not entirely precise or incorrect [12, 25], the advantages 
of semiquantitative or quantitative score system have 
been highlighted and leveraged in precise investigation 
[14, 15, 26, 27]. In this vein, by using 5-point Likert scale, 
this study found a satisfactory accuracy (> 4) in both 
versions of ChatGPT-4 in line with the latest guidelines 

Table 2  Subgroup analysis based on characteristics of prompts or recommendations
N Accuracy Consistency Self-awareness Fabrication and 

falsification
Mean (SD) Median 

(IQR)
Mean (SD) Median 

(IQR)
Mean (SD) Median 

(IQR)
Mean (SD) Median 

(IQR)
Open/Close-ended queries
Open 10 3.9 (0.3) 4.0 (3.5–4.0) 4.2 (0.3) 4.0 (4.0–4.5) 3.8 (0.6) 3.8 (3.0–4.5) 4.1 (0.5) 4.0 

(3.9–4.5)
Close 32 4.2 (0.9) 4.5 (3.5–5.0) 4.8 (0.5) 5.0 (4.5–5.0) 4.6 (0.5) 5.0 (4.1–5.0) 4.7 (0.5) 5.0 

(4.5–5.0)
P value 0.108 < 0.001 < 0.001 0.002
Positive/Negative 
recommendation*

Positive 28 4.4 (0.8) 4.8 (4.0–5.0) 4.8 (0.3) 5.0 (4.6–5.0) 4.7 (0.5) 5.0 (4.5–5.0) 4.8 (0.5) 5.0 
(4.6–5.0)

Negative 4 3.1 (0.3) 3.0 (3.0–3.4) 4.1 (1.1) 4.5 (3.0–4.9) 4.1 (0.5) 4.3 (3.6–4.5) 4.0 (0.4) 4.0 
(3.6–4.4)

P value 0.009 0.039 0.029 0.007
Recommendation grade
A-C 32 4.0 (0.7) 4.0 (3.5–4.9) 4.5 (0.6) 4.5 (4.1–5.0) 4.4 (0.7) 4.5 (4.0–5.0) 4.4 (0.6) 4.5 

(4.0–5.0)
D-F 10 4.5 (0.8) 5.0 (4.1–5.0) 4.8 (0.3) 5.0 (4.5–5.0) 4.5 (0.5) 4.5 (4.0–5.0) 5.0 (0) 5.0 

(5.0–5.0)
P value 0.078 0.180 0.805 0.001
* Comparison between answers based on positive and negative recommendations was conducted only in close-ended queries

Bold values indicate statistic difference (P < 0.05)

SD standard deviation, IQR interquartile range

Fig. 1  Performance of ChatGPT in providing recommendations for plantar fasciitis
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for PF. Besides, the reliability of medical information is 
essential in clinical decision-making because even occa-
sionally erroneous information can result in catastrophic 
health and economic consequences [10, 28, 29]. Fortu-
nately, both ChatGPT-4o and ChatGPT-4 Turbo demon-
strated high consistency (mean scores of 4.6) to repeated 
prompts. Furthermore, only one unsatisfactory response 
(4.8%) each was generated by the models, indicating a 
trustworthy level of stability in current ChatGPT advice 
for the management of PF.

Another crucial dimension in the evaluation of LLMs’ 
capacity to guide clinical management is safety. Self-
awareness, reflecting the recognition of its limitations in 
data source, processing patterns, and responses, is one of 
the specific aspects of safety [11]. Some chatbots, such as 
the Claude models, definitely declare itself as an AI assis-
tant [30]. This may help prevent blind trust or excessive 
expectations in users. However, the assessment for the 
adherence of chatbots to well-established guideline raised 
higher demand for the professionalism essentially. Prom-
isingly, we obtained high self-awareness scores (4.3–
4.5) for both versions of ChatGPT, and most responses 
included disclaimers and recommendations to consult 
professional institutions or physicians. However, self-
awareness may be a double-edged sword, in that undue 
recognition of inherent limitations without a premise of 
high accuracy may undermine users’ confidence in the 
model [14]. Thus, it is imperative to weigh the pros and 
cons in future model update and fine-tuning. Fabrication 
and falsification are also a threat to the safety of chatbot 
responses, which are defined as responses containing 
plausible but made-up or distorted information or data 
despite plausible [11, 31]. Both models performed well on 
this dimension, with little evidence of fabrication or falsi-
fication (mean score of 4.5–4.6).

However, some specific issues are still needed to be 
considered. First, there is ongoing debate about whether 
the performance of LLMs differs in their responses to 
closed- and open-ended questions. Goodman et al. 
conducted a comparison between chatbot responses 
to descriptive and binary physician-developed medical 
questions and found no significant difference [10]. Con-
versely, Zaidat et al. investigated ChatGPT’s responses 
to questions about for antibiotic prophylaxis in spinal 
surgery. Although there was no statistical analysis of the 
data, ChatGPT-3.5 and 4.0 demonstrated accuracy lev-
els of 83.3% and 100%, respectively, in the responses to 
closed questions, and of 40.0% and 80.0% in the responses 
to open questions [21]. Similarly, this study also identi-
fied a better performance of ChatGPT in response of 
closed-ended questions about PF. This is unsurprising as 
closed-ended queries do not reflect the nuances of medi-
cal decision-making and open-ended queries are inher-
ently more complex, while LLMs are generally believed 

under-performing in complicated queries [12, 26, 28]. 
The poor performance may be attributed to “hallucina-
tions”, referring to generating plausible but inaccurate 
responses [32], which was also confirmed by the differ-
ences of fabrication and falsification between the sub-
groups shown in our results. Furthermore, the answers 
from open-ended queries tend to be equivocal and not 
entirely in line with the reference standards [25]. Of note, 
we interestingly observed no unacceptable responses to 
open-ended queries. A plausible explanation is the open-
ended queries for PF in this study were mainly about risk 
factors, diagnosis, differential diagnosis, and examina-
tion, which are relatively simple and easier to access from 
open-source corpus compared to interventions.

Furthermore, recommendation grades based on evi-
dence levels may potentially impacts the quality of 
chatbot responses. A previous study found that, com-
pared to issues with insufficient or conflicting evidence, 
ChatGPT-3.5 performed better in providing informa-
tion in line with high-grade recommendations in clini-
cal guidelines for low back pain [13]. However, instead 
of recognizing a superiority of ChatGPT-4 in respond-
ing prompts of high-grade recommendations, this study 
even found less fabrication and falsification among low-
grade recommendations. We believe there may be several 
reasons. Among these, an unclear source of LLM train-
ing data may be the prime culprit. Typically, ChatGPT 
training begins with unsupervised learning from a vast 
open-source corpus, followed by supervised fine-tuning 
and reinforcement learning [25]. Thus, it was originally 
trained by easily accessed online data without quality 
control, rather than comprehensive authoritative evi-
dence-based data. This likely leads to arbitrary or oppor-
tunistic output with regard to specific issues. Besides, 
the “black box” nature of LLM analysis makes it hard to 
grasp the logic of generating outputs based on inputs 
[33]. Therefore, the impact of recommendation grades 
to ChatGPT responses may be indirect and inconclusive, 
and further well-designed studies are warranted to shed 
light on this issue.

Moreover, we interestingly found that ChatGPT ‌under-
performed in generating negative recommendations on 
all four dimensions. For instance, the APTA guidelines 
recommend that “Clinicians should not use orthoses, 
either prefabricated or custom fabricated/fitted, as an 
isolated treatment for short-term pain relief in individu-
als with plantar fasciitis”, while two ChatGPT models 
were unlikely to “refuse” despite binary prompts. Instead, 
they gave uncertain responses such as “The use of ortho-
ses, whether prefabricated or custom-fabricated, can be 
an effective component of treatment for short-term pain 
relief in individuals with PF…using orthoses as an isolated 
treatment might not address all underlying factors con-
tributing to PF.” Unfortunately, few previous studies have 
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mentioned this issue. Echoing our findings, Gianola et al. 
evaluated the performance of ChatGPT-3.5 responses to 
questions about lumbosacral radicular pain in line with 
clinical practice guidelines [12]. Surprisingly, evidently 
wrong answers were found in 60% (3/5) responses on 
“do not do” recommendations, compared to none (0/4) 
on “should/could do” recommendations. It may be that 
providing an assertive negative response requires more 
complex logic or reverse thinking when the AI analyzes 
the input. It is also possible that this result could be due 
to selection bias caused by the small sample size in the 
present study, and further modified study are warranted 
to calibrate the findings.

Certain limitations should be acknowledged in this 
study. First, despite the relatively rigorous study design, 
the small number of models, raters, and questions may 
have introduced biases. Therefore, the results of our sta-
tistical analyses should be interpreted with caution. Sec-
ond, the APTA clinical guidelines for PF was developed 
only for physical therapist practice, thus lacking recom-
mendations for pharmacological or surgical interven-
tions [5]. However, this source is the most authoritative 
and recent set of standardized organizational guidelines 
for PF, and we recommend that future work should make 
a more comprehensive evaluation in premise of newly 
well-established clinical guidelines. Furthermore, prompt 
engineering is an emerging discipline that affects the per-
formance of LLMs in responding to different prompts 
[34]. Hence, research using more well-designed prompts 
may be conducted to further test the performance of 
these models. Finally, as we mainly focused on assessing 
ChatGPT’s potential in providing specialized information 
and supporting decision-making for physicians, deter-
mining the performance of the chatbots in responding 
to the questions of patients and scenarios were beyond 
the scope of this study. Nevertheless, investigations into 
this will improve our understanding of the capability and 
applicability of chatbots in healthcare.

Conclusion
On the dimensions of accuracy, consistency, self-aware-
ness, and fabrication and falsification, the two main-
stream versions of ChatGPT showed equivalent superior 
performance in the generation of recommendations con-
cordant with clinical guidelines for the management of 
PF. However, specific issues including performance varia-
tions between different prompt strategy, recommenda-
tion grade, and recommendation type should be noted, 
and the models should still be utilized with caution.
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